Maestro2: High Speed Network Technology for High Performance Computing
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Abstract—Cluster computers have become the de facto mechanism to build high performance computing environments. To fully exploit the computing power of these environments, one must utilize high performance network and protocol technologies, since the communication patterns of parallel applications running on clusters require low latency and high throughput, not achievable by using off-the-shelf network technologies. We have developed a technology to build high performance network equipment, called Maestro2. This paper describes the novel techniques used by Maestro2 to extract maximum performance from the physical medium and studies the impact of overhead in communication software. The results obtained clearly show that Maestro2 is a promising technology, presenting very good results both in terms of latency and throughput. The results also show the large impact of software overhead in the overall performance of the system and validate the need for optimized communication libraries for high performance computing.

I. INTRODUCTION

The tendency among researchers building cluster computers is to use off-the-shelf components, like Ethernet devices and TCP/IP communication protocol. Those conventional WAN or LAN-based network devices and protocols are not optimal for clusters, since they include overheads to guarantee reliability in wide area communications [7]. Given that clusters are very often organized in geographically localized spaces such as laboratories or offices, hardware and software for communication can be optimized to improve the overall performance of the system.

To achieve low latency and high throughput required by high performance parallel computing, we have developed a high performance network technology, called Maestro2. Maestro2 is the successor of the Maestro network developed by the research group led by Professor Koichi Wada at University of Tsukuba in Japan. Maestro’s architecture has been described in detail in [11], [12], [10], [3].

Through the experience gained during the Maestro project, we have identified two issues that restricted performance in data link layer and routing. The first issue occurred at the link layer and is focused on the utilization ratio of the physical medium. The second issue occurred in the switch. Maestro’s switch transfers one message at a time. In addition, the transfer is stopped when the source or destination network buffer becomes full or empty. This mechanism decreases the dynamic communication performance. In [10] we have proposed solutions to both problems and have analyzed the performance of the proposed solutions both through simulation and by extensive experiments of data link layer protocols.

In this paper, we describe the hardware implementation for performance improvement, and present the performance evaluation of the communication softwares developed on Maestro2.

In section III we present experimental results that show the performance of Maestro2 hardware at various levels, using well known benchmarks and network performance measurement tools. For comparison, we also present results for some currently available gigabit-based network technologies (Gigabit Ethernet and Myrinet). Section IV, concludes this paper with indicating future plans of this research.

II. MAESTRO2 TECHNOLOGY

Maestro’s architecture has been extensively described in the literature [11], [12], [10], [3]. Here we will describe, briefly, the current implementation of communication hardware (network interface and switch) using Maestro2 technology and the novel techniques used by Maestro2 to extract maximum performance from the physical medium, namely, continuous network burst, out-of-order switching and high performance communication software MMP.

A. Basic hardware implementation

A simple Maestro2 network is composed of network interfaces (NI) and a switch box (SB) as shown in Figure 1. Each network interface is connected via two LVDS (Low Voltage Differential Signaling) [2] cables for transmission and reception, and is connected to a commodity processing element such as a PC or a workstation via a 64bit@66MHz PCI bus. The connection between NI and SB is full-duplex, and the peak bandwidth is 6.4Gbps. Currently, the SB has eight ports for connections to NIs. The fan-out of the switch can be increased by cascading SBs. The NI includes a NI manager (composed by a PowerPC603e@300Mhz and 64Mbyte SDRAM), a PCI interface, network 8-byte FIFO buffers, a link controller (MLC-X) and LVDS transmitter/receiver. The PCI interface,
network buffers, and MLC-X are implemented into the Virtex-II FPGA chip [9]. The SB consists of eight SB interfaces, an SB manager and a switch controller. Each SB interface manages two ports and includes a message analyzer. The message analyzer extracts each message header of an incoming message, and passes it to the SB manager. The SB manager consists of a PowerPC603e, 32Mbyte SDRAM, and a routing circuit that generates and writes requests to the switch controller. The switch controller transfers messages from source to destination(s) using the out-of-order mechanism mentioned next.

B. Performance improvements

Continuous network burst

This technique allows for the continuation of the network burst as long as there are packets in the network buffer. This is done by inserting the continue command at each boundary of the burst. We use a frame configuration similar to the one used for the original network burst transfer [11]. That is, the frame consists of one or more fine-grained packets and a header. A packet consists of user data. At the beginning of the transfer, the header of the frame is dispatched to the physical layer, and arbitration is done to acquire the physical medium. When there are multiple packets to be sent in the network buffer, the continuous network burst is invoked for all or a part of those packets. As the burst transmission progresses, it is possible to append subsequent packets to the network buffer. The conventional network burst never continues the transmission beyond the number of packets predetermined at the beginning of the transmission. This technique increases the utilization ratio of the physical medium, and achieves higher throughput than the conventional network burst.

Out-of-order switching

While routing messages at a switch, individual messages might be blocked when the destination buffer becomes full. Such occurrences force subsequent messages to be blocked if the switch only routes messages in-order. To improve efficiency in switching, we have implemented an out-of-order switching mechanism. In the out-of-order switching, multiple transfer requests are stored in a transfer reservation buffer. For each request it is examined whether or not its destination buffer is full. If the buffer is not full, the corresponding request is marked as active. The switch works by picking up active requests and routing the messages to their destinations. Gains in performance by using out-of-order switching are only significant when the data traffic coming from the several network interfaces attached to the switch is intense.

High performance communication software

Conventional protocols such as TCP, etc, were devised to guarantee reliability in wide area communications. However, in cluster environments, those same mechanisms become the limiting factor of the potential performance of the physical network. Conventional protocols do not allow the parallel application software to bypass the communication layer(s) and send/receive messages directly. As such, the current communication software environment for parallel applications can not eliminate the overhead imposed by the the conventional communication protocol layer, as pointed out in [7]. A solution was suggested in [8], which basically consists of a zero-copy mechanism that allows the parallel application to bypass the communication layer(s) and to request communication services directly to the physical hardware.

We have developed a message passing library for Maestro2, named MMP, which can be used to obtain a much higher level of performance than conventional communication protocols, over Maestro2. We implemented a zero copy mechanism. This reduces the communication overhead, by avoiding unnecessary copying of data. Moreover, we have also implemented a dynamic allocation strategy for pin-downed area. MMP communication functions were made to be non-blocking. This allows for actual time at which the communication takes place to be flexible. In addition, complex communication operations such as the creation of data chunks can be performed by NI. Therefore, communication will be overlapped with computation.

Moreover, we have developed MPI [4] library on MMP(MPI
over MMP). We have adapted the MPICH to build MPI over MMP. MPICH is composed of several communication interface layers: user interface, abstract device interface (ADI), protocol, channel interface. We have implemented the channel interface with MMP to build MPICH for Maestro2. This way user programs written for MPI can communicate over Maestro2 and obtain higher communication performance without changes.

III. EXPERIMENTAL RESULTS

In this section, we present experimental results that show the performance of Maestro2. For comparison, we also present results for other network technologies, namely, Gigabit Ethernet and Myrinet.

The experiments were done with the experimental environment shown in Table I.

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Host Machine</td>
<td>Dual 1GHz Pentium 3 with ServerWorks HE-SL chipset, 512 Mbyte PC133 SDRAM</td>
</tr>
<tr>
<td>O.S.</td>
<td>Linux 2.4.7-10 SMP</td>
</tr>
<tr>
<td>Myrinet</td>
<td>PCI64B,M3F-SW16-8F</td>
</tr>
<tr>
<td>Gbit Ethernet</td>
<td>Netgear GA6221,GSS081</td>
</tr>
</tbody>
</table>

To obtain results we used both Netperf 2.2p13, Netpipe and an implementation of ping-pong.

In all cases, the metrics measured were latency and throughput. Latency is calculated by dividing the round-trip time in half. Throughput is calculated by dividing the data size by latency.

The experimental evaluation of Maestro2 were done at high level data transfer. we measure performance for different communication mechanisms: TCP, specialized communication libraries (MMP in Maestro2 and GM [1] in Myrinet) and MPI library.

A. TCP-Transport Layer

To measure performance using basic TCP as transport layer, we used the software tool Netperf [6].

To compare the performance at TCP layer using optimal MTU sizes for each technology, we used MTU size, 35Kbytes for Maestro2 as showed in [3], 9Kbytes for Myrinet and 1500 byte for Gigabit Ethernet (as NETGEAR does not support jumbo frames), we compare the throughput performance when the message size to be transferred varies from a minimum of 4 bytes to a maximum of 1Mbytes. We use fixed-size sender/receiver buffers (default socket values). Latency results are given in table II and throughput results are given in figure 2. Maestro2 shows a performance that is roughly 19% better than Myrinet and 390% better than Gigabit ethernet. Latency results show that Myrinet is about 20% better than Maestro2. However we can clearly observe the impact of software overhead in the results. Results obtained at this layer, show Maestro’s throughput to be about half than at the data link layer (Figure 4), and latency to be about fifty times higher (see [3])! We must be careful looking at the results obtained for Gigabit Ethernet. In fact we were able to obtain almost 550Mbit/sec throughput when we increased the socket size by a significant amount (to 256Kbytes). Moreover, we are well aware of throughput results close to 1Gbps under special conditions (see [5]). Unfortunately those results are not achievable using the conditions described in this experiment, which we feel are representative of normal use.

<table>
<thead>
<tr>
<th>Measurement for TCP layer</th>
<th>Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maestro2 (MTU=35000)</td>
<td>49 µs</td>
</tr>
<tr>
<td>Netgear Gigabit (MTU=1500)</td>
<td>200 µs</td>
</tr>
<tr>
<td>Myrinet (MTU=9000)</td>
<td>40 µs</td>
</tr>
</tbody>
</table>
B. Specialized Communication Software Library

In this section we measure the performance using specialized communication software library, for Maestro2 we use MMP, and, for comparison purposes for Myrinet we use GM.

To compare the performance of MMP with GM, we used ping-pong, and we allow for the message size to be transferred to vary between a minimum of 32 bytes to a maximum of 1Mbytes. We measure performance for Maestro2 (with and without continuous network burst) using MMP, and for Myrinet using GM. Latency results are given in table III and throughput results are given in figure 3. Two main aspects can be observed. The first relates to the fact that continuous network burst becomes an effective technique when the physical capacity of the medium is under-utilized due to software overhead (see [3]). The second is the fact that Maestro2 throughput is roughly 40% higher than Myrinet and stands at almost 2Gbps. Latency results are about the same for both technologies.

Figure 4 shows the performance results, using ping-pong (using TCP), MMP and at the data link layer. The most striking aspect of these curves is the impact of software overhead in the performance results. Using TCP we obtain a 65% loss in performance as compared with the performance obtained at the data link layer, where as when using MMP the loss in performance is only 38%. In terms of raw performance we observe that at the data link layer we obtain a transfer rate of almost 2.7Gbps (84% of the physical layer) where as using MMP and TCP we achieve only 2Gbps and 1Gbps respectively.

<table>
<thead>
<tr>
<th>Specialized Library</th>
<th>Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maestro2-MMP</td>
<td>11.5 µs</td>
</tr>
<tr>
<td>Myrinet-GM</td>
<td>11.0 µs</td>
</tr>
</tbody>
</table>

C. MPI Library

We measure the performance using MPI library and compare the performance between Maestro2 and Myrinet. We used MPI over MMP for Maestro2, and MPI over GM for Myrinet. To measure the performance, we used netpipe compiled for MPI.

Figure 5 shows the performance of MPI over MMP and MPI over GM. The maximum throughput of MPI over MMP is 1.78Gbps. This archives about 96% of raw MMP performance. On the other hand, the maximum throughput of MPI over GM is 1.71Gbps. Therefore we confirmed that the maximum throughput of MPI over MMP is 70Mbps higher than MPI over GM.

IV. CONCLUSIONS

In this paper we have shown that Maestro2 technology is able to provide high performance, in terms of low latency and high throughput, using TCP, MMP and MPI. Maestro2 is able to utilize up to 84% of the physical layer bandwidth (one way) and the high performance communication software MMP yields an improvement of over 100% (throughput) in comparison with standard linux TCP implementation. We have also shown that MPI over MMP archives 96% of MMP performance and it outperform MPI over GM.

The next steps in the development of the technology are to study scalability issues and provide shared memory support.
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